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Abstract

Estimation of population harmonic mean, using auxiliary information under double sampling scheme
using ratio type estimator. Its bias and mean square error (MSE) are found to the first order of
approximation. An optimum subclass of estimators is also obtained and a comparative study with the
conventional estimator is made. It has further been shown that estimation of parametric values involved
in the optimum subclass does not reduce the efficiency of the proposed estimator. An empirical example
showing the increased efficiency of proposed estimator over conventional estimator is also included as an
illustration.
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1. Introduction

The use of auxiliary information can increase the precision of an estimator when study variable is highly
correlated with auxiliary variable x. There are certain situations when harmonic mean is more useful like
in averaging rates and ratios than other measures of averages. For example, it is the most appropriate
average where unit of observation (such as per day, per hour, per unit, per worker etc.) remains the same
and the act being performed, such as covering distance, is constant. The estimators for the population
harmonic mean under simple random sampling have been proposed by Gupta (2008) using auxiliary

variables when mean X of auxiliary variable x is known. We have proposed estimators of population
harmonic mean of the main variable y under study when X is not known under double sampling
scheme.

Let there be N unit in the population and let (Y;, X; ), i=1,2,....,N be the values of observation for the it

unit of the population according to the study variable y and the auxiliary variable x respectively. Let a

simple random sample of size n' from this population is taken without replacement having sample
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Values(yi,xi), i=1,2.,n assuming without any loss of generality that first n' units have been

selected in the sample from N units of the population to estimate X . Further let a simple random sample

of size n out of 7' is drawn without replacement to estimate X . We further assume that no value is zero
and negative.

The population harmonic mean, the parameter of interest, is given by g =

(1.1)
1
Y.

1

M|~

b
N “

1

The following estimators /,, 4 and h of harmonic meanH , assuming deviation about mean to be

m’
small as compared with mean, with and without using auxiliary information under simple random

2
sampling were proposed by Gupta. j, = )7(1 - i_‘z] (1.2)
y
S2 —
And for negatively correlated variables y and x we may take j, = J_;[l -a— J(i_j (1.3)
y
. : . st (X
whereas for positively correlated variables y and x we may take 4" =y |1-« = = (1.4)
X
where  _n-1 ora suitably chosen scalar.
n
s xY
A generalized class of estimators h ,of harmonic mean may be taken /1 = ; l-«a i (;J (1.5)
y

where o and A are the characterizing scalar to be determined by minimizing mean square error
MSE(h,).
All above estimators are for estimating harmonic meanH , when X is known. But in practice it has

been found that it is hardly known. For the cases when X is not known, double sampling scheme is used.
Under this sampling scheme we proposed the following estimators for the harmonic mean of the

2 —
population characteristics under study using auxiliary information- 4, , = )7[1 -« i—gj(éj (1.6)
yox
s2\ X
When y and x are negatively correlated variables. h,, = )—{1 —a _—2 J(xtj (1.7)
y X
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2 —\4
When y and x are positively correlated variables ,_, = )—{1 —a S__yZJ(ij , (1.8)

yoNX

where o and A are the characterizing scalars to be chosen suitably and determined by minimizing mean

square error MSHh, ).

Let us define,

__la & 1N 2 1N e 2 1 Noo oo s% s2
P B Vo Yo o =g BV s =RV g5 8
2 1 n 2 1 n — N "
= — — s = - H Y—Y X—X s H40
sy n—lEI(YI ) sk n_lgl(xl xS b El(l Fx;-x) B2 2
20
2. BIAS OF THE ESTIMATOR 1/,
_ 2 2 ™
v-Y _ sy —S
LetﬂeO:yT ?zY(l+eo)ael=u:>832/=85,(1+61)
Y 82
y >
f_y —_ e " fy_y 1 - il
e, = 7 :>x=X(1+ez),e2=T:>x=X(1+ez) Q2.1

Sothat E(e,)) = E(e,) = E(e,) = E(e,) =0

Assuming population size N to large be enough in comparison to sample size n, we may ignore finite
population correction factor (f.p.c) and get,

2
THR QTR NS

-1

2 Cj 2 Ci Cx
" nYs?2 n >

(2.2)

.y C -
E(eoez)=7y,, E(CICZ):I&ZSIZ’ E(elez):n'Tsj )
y
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_ s, [ x
From equation (1.7) we have hld =yl l-a ==
y X

Substituting values of y, si, ¥ and X from (2.1) and (2.2) in above equation we get

h, :I_/(l+eo)(l—a§—5 (”el)J( }(“ez)j

Y2 (l+e,) \ X'(I+e,)

Iy =[P+ e))-a¥C2(1+e, N1 +e,) ' | (1+e, )1+ ¢))”

Expanding (1+ ¢ )" and put oY 2=k in (23), we get,

by =Y +e)-k(+el-e,+e+.)] (1 +e, 1) +e)” +.)

h, :[?(l+eo)—k(l+el)(l—e0 +e; +)} (l+e,—e,—ee, +e, +..)

h,, =I_’—k+1_/(eo te, —e, +e,e, —e,e, —e,e, +e'22 +..)—k(e1 +e,
—e,—e, tee, —ee,—ee, —e,e, —ee, +e; +)

Puty —k=H in above we get

h,—H :}_’(eo +e, —e, +ese, —e,e, —e,e, +e'22 +..)—k(e1 +e, —e,
—e, +ee, —ee,—e,e, —ee, —e,e, +e; +)

Taking expectation both the side we get bias (h,d) up to O(lj ,

n
Bias(h,)=E(h,—H)

=YE(eye,)—kE (e, ) +kE (e,e, )~ YE (eye, ) +kE(e,) +hE(ee,)

+kE (e,e, ) —kE(eg ) +I_/E(e'22 ) —kE(eOe'2 ) +kE(e))

= (? + k)E(eOez)— (? + k)E(eOe'z)+ kE(eOe1 )— kE(ele2 )— kE(eg)

(2.3)

2.4)

2.5)
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Now putting Y + k = k o In the equation (2.5) and using equation (2.2), we get,

2

k C
Biafh, )=ky( ~-L Jo, + B L1y A B
n n nYSy n n XSy n
1 1 Y7, ki u
= (=== RkC, —k =22 22 -0 J=0 (2.6)
n n XSy n YSy
kYu, C
11 k,C,, =k =2 and 220 = o oty 2.7)
XSy YSy ko X5, C

>

Under above condition 4, becomes unbiased estimator of H.

3. THE MEAN SQUARE ERROR OF ESTIMATOR #,,,

The mean square error of the proposed estimator hld is given by squaring equation (2.4) and

taking expectation up to O(lj we have, MSE (h,,) = E (h1 . —H )2 (3.1)
n

= E{I?(eo +e, —e'z)—k(e1 +e,—e, —e;)}z = E{(I_/+k)e0 —ke, —(I_/—k)e'z +(I_/—k)e2}2
Now putting Y +k=k 0 and? — k = H in the above equation we have,
MSE(h,) )= kK2E(e)+ H? {E(eg) +E(e)) - 2E(ese, )}+ KE(e)

- ZkkOE(eoe1 )+ 2Hk{ E(ee,)—E(ee,) }— 2kOHE{e0 e, —e,e, }

From equation (2.2) we get,

,COo 1, 11 , 2 n—
MSE (h,)=k; —=+(=——)H’C} =2k, H(—-—)C,, +k’— 1+—(8,-3)
n n n' n n" 7 1

S?| nYy n o n X

y

_%[koﬂao _( 1 1 )Hﬂzl}

4.UPPER BOUND FOR MSE /1,
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Form thesis, we have i ¢ [0, ?] andg, e [izﬂ . Also since it is well know that 0 < H.M < A.M therefore

H e[oi} Substituting these limit of k, k, and H we get from equation (3.2)

2

_.C _ _
MSE(h,,) < 477 —L+( l—l' Y2C? +47%( 1 )C..

n n n n n
— 2 -1 y?
+Y2—{1+”—(/32—3)}——2Y 24 +( 1.1 ) (4.1)
n—1 n Sy2 nY n n X

For positively skewed distributionpi3y >0, p > 0 and if z, <0 we have,

= €11, 1] 2 n—1
MSE (h, )<Y |44 (==—)C +4(==—)C,, +——11+=—(p, -3) (4.2)
n n n' n n" 7 n-1 2n

If distribution is mesokurtic, $,=3, then

_ C?
MSE(h,, )< Y2{47y+( %—ni ) C?+4cC, }+%} (4.3)

Further we may obtain from equation, x <y =Y« Cy2 <Y = Cy2 <— =—

—20 6 1
SYQ[—+( ——— ) C*+4C, }} , (4.4)
Ci , being a stable quantity, may be known from previous experience, pilot survey or literature and if p

=21 6
>0 hence may be taken as constant say C,, then, MSE(h1 4 ) <Y ’ [—1 + CO} (4.5)
n p—

b

which is the upper bound of MStigl d) )
EMPIRICAL EXAMPLE

For demonstration purpose let us consider following example where p;q >0 & p>0 ie., x andy are

positively correlated.
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From the data dealing with weight (y) in kg and height (x) in ¢.m in a study of N=277 children between
age group of 3 to 36 months, the required value of population parameter are calculated. Further to study
the property of proposed estimator, two random sample of size 30 each, was taken and required sample
values calculated.

Y =6587726, X=6823105  s2-6691442, S2=156989902 , S, =26.029657,
C2=0154187, C;=003372L  C,=0057909, 3 =8.28540357% p,y =26.7871327,
g0 =124976079, 0 =6.6672861, B, =2.811439303, H, =5.547495256,

For the sample of size n°’= 100

X =67.18, y=6412, s, =5.9616727 , s =144.02788, S, = 23.24584,
¢’ =0.1450176 , ¢;=0.0319129 , [, =5418344 [, =30.4639, 4, =96.43139,

B, =2.76829082, fL, = 5.90205¢

And for n= 30
X =66.7, 7 =6.293333, 5. =5.3634034 , s5; =115.66552, s, =17.498 ¢l =0.1354188 ,
2 =0.0259987, [n,=1479231, i, =19.59672, f,, = 58.70783 3, =2.1840459,

o =5.184622, h, =5.5913371,h, = 5.8813379427 8, h,,=5.9237441805
MSHh,)=0.255740 MSE(h,)=0.1487723 and MSH#,,)=0.1508628.

MSE(h, )= 0.2214072556 6 , MSE(h, ) = 0.142199960% and MSE(h,, ) = 0.16834540922 .
Relative efficiency of h1 4 over ho as follows

MSE(h, )

x 100 = 169.51846%
MSE(h,,)

Efficiency =

Relative efficiency of 4, over /, based on estimated MSE of 4, and /4, is

Efficiency = %(0)
MSE(h,,)

=

x 100 =131.51963%
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Results and Conclusion

It is clear that values of the estimators /4, =5.5913371, h, =5.881337942'8B h,=
5.9237441805 are very close to exact and approximated population harmonic means
H, =5.5474952%, and H =5.547595414 respectively having very small mean square errors

given by MSE(h,)=0.2557403, MSE(h,)=0.1487723 & MSHh,)= 0.1508628 and estimated mean
square errors given by MSE(h,)=0.221407256, MSE(h)=0.14219996 & MSE(h,,)=0.16834541.
Relative and estimated relative efficiency of /,, which utilizes auxiliary information under double

sampling scheme is 169.51846% and 131.51963% respectively over estimator ho which does not utilizes
auxiliary information in the example under consideration. Thus we see that if the proper information on
auxiliary variable is not available i.e, X is not known, double sampling technique is used to estimate it.

We observe here that the MSE of the estimator /4, of population Harmonic mean under double sampling

scheme is not much increased by the MSE of the estimator}h under simple random sampling.

Empirically it is only reduced by 0.0020905.So we can say it is very close to the estimator under simple
random sampling where information on auxiliary variable is completely available.
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